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A USER PERSPECTIVE



ExArch Work Package 3
Quality Assurance and 
Climate Science Diagnostics 
with CMIP5/CORDEX data 
archive.

U of  Toronto, DKRZ and 
UCLA.

Develops a library of climate 
diagnostics parallel to the 
development of the ExArch 
query system.



Challenges
Diagnostics using high-
frequency data require large 
downloads, using up 
bandwidth and demanding 
vast storage capabilities

Diagnostics used in 
intercomparison Studies 
increasingly require 
numerically consistent data

Data converted from the 
model’s hybrid grid to 
pressure grid can lead to 
numerical errors with some 
diagnostics (e.g. derivatives)

These errors degrade the 
model’s perceived 
performance and obfuscates 
explicit conservation laws

For Users For Modeling groups



USER PERSPECTIVE



ExArch WP3 - U of T

Will try to answer the users requirements by benchmarking a 
series of advanced climate diagnostic using a simple server-side 
processing framework.

Expect to better monitor the role that can be played by 
OPeNDAP in conjunction with CDOs.

Will prepare advanced climate diagnostics scripts to be ready for 
to monitor the performance of the tools developed by ExArch 
associated teams.



Server-Side Processing:
An Ideal Case

User requests data using a 
size-reducing query

Server evaluates the transfer time
Server evaluates the 

computational time for each size-
reducing operations

Server balances the load between bandwidth and cpu time: 
performs some size-reducing operations remotely

User receives the intermediary result and 
completes the task



Server-Side Processing:
The reality

User requests data using a size-reducing query

Query requests load balancing 
estimates from the user

Server estimates cpu of server-side operations and 
generates a local queue

User receives the intermediary result and 
completes the task

If cpu queue is too long



Case Study: Isentropic 
coordinates

For many diagnostics, like the overturning circulation, it is important to 
compute zonal and temporal averages along isentropic surfaces:

Grid Size / year at N80

Input

Output

6 hourly data in
lat-lon-hybrid

160 x 320 x 60 x1500 x 
#years

lat-theta 160 x 128

Ψθ(φ, θ) =

� θ

0
2πa[ρθv(λ,φ, θ

�, t)]dθ�

A reduction in size by a factor 200 000 per year!



Isentropic coordinates

Because zonal and temporal averaging are cheap, 
the server should compute them:

(1) Convert the meridional velocity and pressure to isentropic coordinates 

(2) Compute the isentropic layer mass

(3) Compute the zonal and temporal average of the product

ρθ =
1

g
∂θp

[ρθv]

For the user, this process is more transparent and does not require the 
handling of vast amounts of data.

For the server, bandwidth usage is greatly reduced.



Case Study: Joint Distribution
The mass flux joint distribution can be written as:

M(φ, θ, θe) = a cosφ
1

T

� T

0

� 2π

0
ρθv(λ,φ, θ, t)δ

�
θe(λ,φ, θ, t)− θe

�
dλdt

It computes the distribution of equivalent potential 
temperature on isentropic surfaces

Grid Size / year at N80

Input

Output

6 hourly data in
lat-lon-hybrid

160 x 320 x 60 x 1500 x 
#years

lat-theta-equivalent theta 160 x 128 x 128

A reduction in size by a factor 1 000 per year!
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Lagrangian trajectories of moist flows

Average equiv. pot. temp in 
directional components



Other Diagnostics
Many other diagnostics are based on EOFs (e.g. NAO) and thus 
require long time-series that are reduced into a few principal 
components.

Tropical diagnostics of intraseasonal variability relies on the 
analysis of space-time spectra (Wheeler and Kiladis, 1999). 
Newer diagnostics (Dias 2010, thesis) use average over an 
ITCZ-following latitudinal region.

Both methods require time series over large area and have huge 
data burdens to produce simplified diagnostics.



MODELING GROUPS 
PERSPECTIVE



Functional Data Structure
For theoretical studies of model outputs, it is convenient for the 

user to consider the data as ‘functions’:

The data files specifies how mathematical operators should 
combine its variables to be consistent with the numerics.

Take, for example, the computation of the Moist Static Energy (MSE):
m = c∗pT + Lvqv

Depend on moisture parameterizations and are thus model-dependent

The MSE flux divergence is an important quantity since it is 
constrained by evaporation:

∇ ·
� ps

0
mvdp ≈ E − C

This integral will be accurate only if the divergence mimics the conservation law



Next Generation Diagnostics

HWANG AND FRIERSON: INCREASING FLUXES X - 5

Table 1. Simulations and models

Control Period Warmer Period Models Used*
the mean of the mean of CCCMA CGCM3 (T63), CCCMA CGCM3 (T47),

slab last 20 yr last 20 yr GFDL CM2.0, INM CM3, MIROC (hires),
in slab control in 2xCO2 MIROC (medres), MPI ECHAM5, MRI CGCM2,
equilibrium run equilibrium run UKMO Hadgem1

CCCMA CGCM3 (T47), GFDL CM2.0,
A1B the mean of the mean of GFDL CM2.1, IAP FGOALS1, INM CM3,

Scenario 2001 to 2020 2081 to 2100 MIROC (hires), MIROC (medres), MIUB ECHO,
MPI ECHAM5, MRI CGCM2, NCAR CCSM3,
UKMO Hadgem1, UKMO HadCM3
CCCMA CGCM3 (T63), CCCMA CGCM3 (T47),

20C3M the mean of the mean of CNRM CM3, GFDL CM2.0, IAP FGOALS1,
1901 to 1920 1980 to 1999 INM CM3, IPSL CM4, MIROC (hires),

MIROC (medres), MIUB ECHO, MPI ECHAM5,
MRI CGCM2, NCAR CCSM3, UKMO Hadgem1,
UKMO HadCM3

*Some models in the CMIP3 archive are omitted due to missing variables. Only run 1 of each simulation is used in the
analysis.
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Figure 1. Zonal average changes in northward MSE flux
(PW) in slab ocean models (left), the SRES A1B scenario
(middle), and the 20C3M scenario (right). Multi-model
means are in bold.
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Figure 2. EBM predicted changes in MSE fluxes at 40N/S versus the actual changes in GCMs (in PW).

Figure 3. Changes in TOA and surface fluxes caused
by individual climate components. Positive sign indicates
fluxes to the atmosphere. The total is the sum of the six
terms.

Increasingly, diagnostics will want 
to consider the data in simplified 
dynamics models where explicit 
conservation properties will be 

important.

Using an EBM for the 
attribution of climate change 

components impacts:  

HWANG AND FRIERSON: INCREASING FLUXES X - 3

change in cloud SW effect is the dominant source of uncer-
tainty among models.

The EBM with a fixed MSE diffusivity explains the
spread in increasing poleward atmospheric energy transport.
Variations in atmospheric dynamics in the different models
are not needed to understand the differences among models,
and there is no compelling evidence for a change in atmo-
spheric diffusivity with warming. It is important to note,
however, that many of the climate components which we
prescribe in the EBM are likely influenced by changes in
circulation. For instance, some of the changes in clouds in
the simulations appear to be related to the shifting of storm
tracks.

This study suggests that constraining uncertainties in the
climate components such as clouds and surface albedo will
not only narrow down the range of GCM projected global
mean temperature change, but will also benefit regional cli-
mate predictions through a more confident projection of at-
mospheric energy transport.

Appendix: Energy Balance Model

MSE Flux in the Control Period

Starting with the atmospheric energy budget (1), we as-
sume the MSE flux at a given latitude is proportional to the
surface MSE gradient

S − (LS − LC) = −
ps
g
D "

2 m+ Fs, (3)

where S is the net solar radiation at TOA, LS is the OLR
in clear sky, LC is the LW CRF (OLR in clear sky minus
OLR in all sky), ps is the surface pressure 9.8 × 104 Pa,
D is the diffusion coefficient, m = cpT + Lq is the MSE at
the surface, and Fs is the downward surface flux. In the
EBM, we prescribe the zonal average of three terms from
the GCM data: S, LC , and Fs. The other two terms, LS

and −
ps
g
D "

2 m, are both made functions of surface tem-
perature, Ts. The surface moist static energy is calculated
assuming a flat surface and 80% relative humidity. LS is
linearized to be aTs − b, with a = 2.07 and b = 332.4 in
the control period, calculated from a linear regression of the
20C3M data. The latitudinally uniform diffusion coefficient
D = 1.06× 106 m2/s is tuned to best fit the zonal mean Ts

profile from 1980 to 1999 in the 20C3M simulations.

MSE Flux in the Warmer Period

The warmer period energy budget equation is

(S+I+CS+As)−(L′

S−(LC+CL)) = −
ps
g
D"

2m′+(Fs−O),

(4)
where I , CS, and As are the increases in incoming SW at
the TOA due to changes in surface albedo, clouds, and other
components, respectively. L′

S is the warmer period OLR in
clear sky, CL is the increase in LW CRF, m′ is the warmer
period surface MSE, and O is the increase in upward sur-
face flux. The terms I , Cs, and As are calculated with the
APRP method. CL and O are derived from GCMs outputs.
We modify the constant b′ in L′

S = aT ′

s − b′ to fit the cli-
mate sensitivity of each GCM and to simulate the enhanced
greenhouse effect. We use the same D for the warmer pe-
riod. The predicted quantities in the EBM are m′, T ′

s, L
′

s,
and the MSE flux.

The Change of MSE Flux

The predicted change of MSE flux is the difference be-
tween the predicted MSE flux in the warmer period and in

the control period. It can be written as Eqn.(4) - Eqn.(3):

F ′

M (φ)−FM(φ) =

∫ φ

−
π

2

∫
2π

0

[−
ps
g
D"

2(m′
−m)] a2cosφdλdφ

=

∫ φ

−
π

2

∫
2π

0

[−(L′

S−LS)+S+I+CS+CL+O] a2cosφdλdφ,

(5)
where the latitudinal distributions of m′, m, L′

S , and LS are
calculated by the EBM. S, I , CS, CL, and O can influence
both m′ and L′

S.
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Requires the inversion of the 
Laplacian using model data.



Conclusion
With server-side processing, modeling groups would make the 
development of advanced diagnostics easier and their 
computation more timely.

Providing derived data computed from a native grid would 
reduce numerical errors and improve model intercomparison.

Modeling groups would make sure that their model performs in 
the way intended, reducing model bias due to different grid 
specification. This is particularly important for CORDEX 
experiments.

It is hoped that these advantages are worth the extra 
programming overhead for the modeling groups.


